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Abstract. The paper gives an overview of the multiple-input multiple-output (MIMO) systems and discusses their benefits enabling an increase in the system capacity and an increase of system reliability. The former is attained by signal multiplexing and the later by space encoding. The basic algorithms required for a proper operation of the MIMO systems, i.e. channel estimation, equalisation, optimal and suboptimal receivers, are described. In the conclusion, open problems of the MIMO systems are outlined.

Key words: multiple-input multiple-output MIMO technique, channel capacity, equalisation, signal detection, space coding

1 Introduction

In wireless communication systems, the transmitted signal is distorted by fading and interference. Because of these distortions, the recovery of the transmitted data is difficult or even impossible. The increasing requirements on the quality and data flow in wireless systems call for new approaches to improve the bandwidth efficiency and reliability of the systems. Diversity techniques, like the space, time and frequency ones, are well known techniques to improve reliability of the wireless transmission systems and system resistance against distortions. Among them, the space diversity technique is the most promising one, because it does not require any additional bandwidth and does not introduce additional delays in signal transmission. The space diversity is based on the fact that two signals detached in space exhibit an independent fading in the radio channel. If antennas are not spaced enough to achieve an independent fading, this can lead to loss in diversity benefits [1]. At first, the space diversity approach was implemented at the receiver. For mobile terminals, this approach was found inappropriate and the multiple antennas were placed at the base station transmitter. The real breakthrough in system reliability and system performance was made by introducing the diversity at the transmitter and receiver side [2].

The antenna diversity is obtained when we utilise multiple antennas at either the transmitter or receiver side. However, for multiple antennas on both ends we can utilise spatial multiplexing of different parallel input streams into the channel. The rich scattering on the propagation environment opens multiple parallel channels on the same frequency band to yield an increase in the capacity [3]. When a training sequence is added to the transmitted signal, the receiver can estimate the channel parameters. In some other case, the transmitter can utilise the feedback information about the channel attenuation from the receiver to configure power distribution of the transmitting antennas. Sending the channel information to the transmitter is inappropriate for fast varying channels, and for that reason methods have been developed where the channel state information is not known at the transmitter.

The most sophisticated methods are known as space-time coding. Two approaches exist for space-time coding. The first one is an extension of the trellis coded modulation [4] (STCM space trellis coded modulation) and the second one is based on block codes [6] (STBC space-time block code). The STCM approach introduces a time and spatial correlation into the signal so it provides a diversity
gain at the receiver and a coding gain over the uncoded signal. The STBC uses the block encoder to achieve diversity and orthogonalisation of the channels [6]. The orthogonal channel allows for a simpler implementation of the receivers.

Our paper is a short overview of the MIMO systems. It is organised as follows. At first, we describe the MIMO system and MIMO radio channel. We then summarise some results to show the theoretical capacity of the MIMO systems. We continue with a description of the encoded MIMO systems. Because the knowledge of the channel parameters is essential for efficient operation of the MIMO systems, we continue with a description of the channel estimation techniques. The most important detection and equalisation techniques are outlined next. Finally, we show an example of a practical realisation of the MIMO systems. In the conclusion, some unsolved problems in the MIMO systems are identified.

2 MIMO Systems

The block diagram of the MIMO systems is shown in Fig. 1. The data stream is encoded in the vector encoder and transmitted in parallel from \(M_T\) transmitters. The MIMO radio channel introduces distortion to the signal. The \(M_T\) transmitted signals are received by \(M_R\) antennas. Each receiver connected to the receiver antenna receives signals from all \(M_T\) transmitters. The received signal is first down converted to the baseband. The baseband signals are inputs to the MIMO signal processing unit which estimates the transmitted data stream. The estimates are then converted to the data stream in the next block.

![Figure 1. Block diagram of the MIMO systems](image)

Assuming a single user point-to-point communication system with \(M_T\) transmit and \(M_R\) receive antennas, there exist \(M_T M_R\) sub-channels between the transmitter and receiver. Each sub-channel can be modelled as a linear discrete-time FIR filter. The received signal on \(j\)-th receive antenna is

\[
y_j (k) = \sum_{i=1}^{M_T} \sum_{l=0}^{L_{ij}} h_{ij} (k, l) x_i (k - l) + n_j (k),
\]

where \(x_i(k)\) is the transmitted signal from \(i\)-th antenna at time \(k\) and \(y_j(k)\) is the received signal at \(j\)-th antenna at time instance \(k\). Variable \(n_j(k)\) denotes samples of circularly symmetric complex Gaussian noise with variance \(\sigma_n^2\). The fading channel is described as a sum of complex paths between receive and transmit antennas \(h_{ij}(k, l)\). The complex gain coefficients \(h_{ij}(k, l)\) obey the Gaussian distribution. The matrix form of Eq. (1) is

\[
y (k) = \sum_{l=0}^{L-1} H (k, l) x (k - l) + n (k),
\]

where the maximal span of the ISI is \(L = \max \{L_{ij}\}\). For flat fading channels only one path between each receive and transmit antenna exists, and Eqs. (1) and (2) are simplified by setting \(L\) to zero.

3 Channel Capacity

The research in the MIMO systems is motivated by an afford to increase the system capacity. The capacity of the quasistatic channel depends purely on the transmitted signal power, noise and channel characteristics. The channel capacity for a flat deterministic channel can be expressed as [3]

\[
C = \log_2 \left| \det \left( I + \frac{\rho}{\sigma_n^2} \mathbf{H} \mathbf{H}^* \right) \right|,
\]

where \(\rho = \frac{P}{\sigma_n^2}\) and \(P\) is the transmitted signal and \(\sigma_n^2\) noise power, respectively. \(\mathbf{H}\) is the matrix describing the quasistatic channel response and the superscript \(^*\) denotes transposne conjugate of channel matrix \(\mathbf{H}\).

In a limiting case, we can assume a channel with uncorrelated paths, and consequently the product \(\mathbf{H} \mathbf{H}^*\) has all eigenvalues nonzero and approximately equal. The capacity is expressed as

\[
C = \sum_{i=1}^{M} \log_2 (1 + \frac{\lambda_i}{M_T \rho}) \approx M \log_2 (1 + \frac{M_R}{M} \rho),
\]

where \(M = \min(M_R, M_T)\).

It seems that the amount of the available capacity in an idealised MIMO channel increases linearly with \(M\). When the channel is time variant, the capacity calculated holds only for one instance of the channel. Telatar [3] extended the expression for the ergodic (mean) capacity in a random time varying Gaussian channel. He found out that the ergodic capacity grows linearly with the number of receive antennas for a large number of transmit antennas. However, if the number of the receive and transmit antennas is comparable, the benefit of adding a single antenna is much smaller.

The enlargement of the MIMO system capacity can be described as multiplexing data streams into parallel sub-channels (pipes) on the same frequency band. The pipes can be viewed as independent radio channels. The column vectors of flat fading channel matrix \(\mathbf{H}\) are usually non-orthogonal. However, by a singular value decomposition (SVD) the channel matrix can be decomposed into
diagonal matrix $\Lambda^{1/2}$ and two unitary matrices $U$ and $V$: $H = UA^{1/2}V^*$. The diagonal entries of $\Lambda^{1/2}$ are in fact the non-negative square roots of the eigenvalues of $HH^*$. The modified received signal is expressed by

$$\tilde{y}(k) = U^*y(k) = \Lambda^{1/2}V^*x(k) + U^*n(k)$$

$$\tilde{y}(k) = \Lambda^{1/2}\tilde{x}(k) + \tilde{n}(k).$$

Since $U$ and $V$ are unitary matrices, $\tilde{x}(k)$ and $\tilde{n}(k)$ have the same equidiagonal second moments as their source vectors. The number of nonzero eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_N$ of $HH^*$ is equal to the rank of the channel matrix and also to the number of independent sub-channels. The global capacity can be expressed as a sum of the sub-channel capacities. The singular values of the channel matrix determine the gains of independent parallel channels.

By knowing the gain of the independent channels at the transmitter we can determine the optimum power distribution on each transmit antenna to achieve the maximum capacity. The MIMO channel capacity is determined by water-filling theorem [3]

$$C = \sum_i^N \log_2(1 + \frac{P_i}{\sigma_n^2}),$$

where $P_i$ is the power allocated to channel $i$.

If the channel matrix is unknown at the transmitter, the uniform power distribution among transmitters is assumed for the channel capacity calculation

$$C = \sum_i^N \log_2(1 + \frac{\lambda_i}{M_T}).$$

4 Coded MIMO Systems

There are two main aims to introduce the MIMO technique in a communication system, either to increase the system capacity or to increase the system reliability. The technique which contributes to the antenna diversity and also coding gain is space coding. Two structures exist to introduce coding into the MIMO systems: the first one has been described by Tarokh [4] and is known as a space trellis code (STC). The second one is named a space-time block code (STBC) [5].

4.1 Space Trellis Code

Tarokh [4] describes a new class of linear trellis codes and their performance criteria for quasistatic Rayleigh and Ricean MIMO flat fading channels. In his model, the bit stream is encoded by the space-time encoder and converted into parallel sub-streams. The channel is assumed to be quasistatic. The encoded sub-streams are simultaneously transmitted by each transmit antenna. The average power of the signal is equal for all antennas. If the QPSK signal is encoded by $r = 1/2$ convolutional encoder, one bit per a symbol interval is transmitted in single-input single-output (SISO) systems. In the MIMO systems, with two transmit and two receive antennas, the transmission rate is two bits per symbol. The design criteria for the code construction was also derived in order to achieve the maximum diversity and coding gain in a quasistatic and fast fading environment.

Assuming a perfect channel state information, the pairwise error probability for transmitted space-time codewords $c$ and erroneously detected codewords $e$ can be expressed as

$$Pr(c \rightarrow e | h_{i,j}) \leq \exp(-d^2(c,e) \frac{E_s}{8N_0}),$$

where $d$ is Euclidean distance between codewords, $N_0/2$ is a two-sided power spectral density of equivalent Gaussian noise, and $E_s$ is the signal energy.

The squared Euclidean distance between codewords can be written in a quadratic form

$$d^2(c, e) = \sum_j^{M_R} h_j^* A h_j SV D \sum_j^{M_R} \beta_j^* D \beta_j,$$

where $A = (c - e)(c - e)^*$ is the Hermitian squared error matrix, $D$ is the diagonal matrix of eigenvalues of $A$ and $\beta_j$ is the vector of rotated complex channel gains. The expression is simplified for Rayleigh fading to

$$Pr(c \rightarrow e) \leq \prod_{i=1}^r a_i^{-M_R} (\frac{E_s}{8N_0})^{-rM_R},$$

where $a_1, a_2, \ldots, a_r$ are nonzero eigenvalues and $r$ is the rank of matrix $A$. According to Tarokh, the minimum of the pairwise error probability is achieved when the maximum diversity gain and maximum coding gain are achieved. The maximum diversity gain is achieved when matrix $A$ is of full rank, while for the maximum coding gain the product $(a_1, a_2, \ldots, a_r)^{1/r}$ has to be maximised. Tarokh proposed his codes for two antenna diversity systems.

4.2 Space-Time Block Codes (STBC)

The STBC uses the block encoder to achieve diversity and orthogonalisation of channels [6]. The STBC has attractive properties such as faster decoding, diversity and coding gain. The Alamouti [5] code is an example of the STBC scheme.

The Alamouti system consists of two transmit and one receive antenna. The source data are encoded in two symbol intervals. In the first symbol interval the first symbol $x_1$ is sent from the first antenna, and the second symbol $x_2$ from the second antenna. In the second time interval
5 Channel Estimation

The channel state and its statistical properties can be estimated with blind or training-based methods. The blind methods exploit various signal characteristics of the received sequence. On the contrary, the training-based methods rely on the knowledge about known parts of the bursts. The blind methods are usually slow and inappropriate for varying radio channels, while the training-based methods exploit various signal characteristics of the received sequence. On the contrary, the training-based methods are usually slow and inappropriate for varying radio channels, while the training-based methods exploit various signal characteristics of the received sequence.

Assuming perfect channel knowledge at the receiver, vector $\mathbf{y}$ is multiplied by the Hermitian transpose channel matrix, which because of its orthogonality results into

$$
\mathbf{y} = \begin{bmatrix} \mathbf{y}_1^T \\ \mathbf{y}_2^T \end{bmatrix} = \begin{bmatrix} h_1 & h_2 \\ h_2^* & -h_1^* \end{bmatrix} \begin{bmatrix} \mathbf{x}_1^T \\ \mathbf{x}_2^T \end{bmatrix} + \begin{bmatrix} \mathbf{n}_1^T \\ \mathbf{n}_2^T \end{bmatrix}.
$$

The noise remains white and the soft-output data can be detected independently. There is a straightforward way to evaluate the above expression for $M_R$ receive antennas.

Each antenna transmits different training sequences simultaneously. The well-known simple estimator based on linear least-square (LS) criteria minimizes the squared error between the received signal vector and noiseless received signal vector.

$$
\mathbf{h}_j = \arg \min_{\mathbf{h}} \| \mathbf{y}_j - \mathbf{X} \mathbf{h}_j \|^2 = (\mathbf{X}^H \mathbf{X})^{-1} \mathbf{X}^* \mathbf{y}_j.
$$

The LS estimator error depends on autocorrelation and crosscorrelation properties of training sequences. An optimal sequence designed in relation to the LS or MMSE estimation error and channel capacity is proposed in [7]. The length of the training sequence of the LS estimator depends on the channel selectivity properties and on the number of transmit antennas [7]: $Q > M_T$. The simplest criterion requires that the multiple $\mathbf{X}^H \mathbf{X}$ must be invertible. We can use the described estimation techniques for space-time coded modulation [6].

When the channel is not quasistatic, the single-shot estimates are not efficient and various recursive adaptive estimators are applicable. The MIMO application of the well-known adaptive algorithms is shown in [8]. The problems of estimation in rapidly fading channels are convergence of estimators and symbol uncertainty along the estimation process. Suitable joint detection and estimation techniques must be applied.

6 Equalization and Detection in the MIMO Systems

The optimal receiver for MIMO systems is a generalisation of the well-known SISO maximum likelihood sequence estimator MLSE [1]. However, complexity of the optimum maximum-likelihood decoding grows exponentially with additional antennas and the channel memory. For a binary modulation scheme with no memory, the trellis decoder has $2^{2M_T}$ states [9], where $L$ is the channel memory.

It was shown that MIMO MLSE is capable of exploiting the full channel diversity, including the explicit antenna as well as implicit (channel dispersion) diversity. Decoding of space-time codes in a flat fading channel via MLSE is straightforward.

The important property of space-time block codes is orthogonality of the columns in the code matrix. Thus, it is possible to separate the symbols transmitted simultaneously from different antennas at the receiver by linear combining and detecting individual streams separately. By space-time block coding, we achieve only antenna diversity, which results from transmitting the same information over all antennas. We can concatenate the inner block encoder with any outer encoder to achieve a certain coding gain. The outer encoder can use the turbo code, convolution code or trellis code. The burst errors produced by correlated fading can be mitigated by insertion
of an interleaver between the inner and outer encoder. Because of time dispersion, the STBC loses its orthogonality in frequency selective channel and an equalizer has to be applied in this case.

The computational complexity of optimal decoding constrains the encoder implementation in fast wireless links. We are therefore interested in finding out suboptimal receiver structures offering good performance. The MIMO applications of the well-known linear and adaptive equalizers are analogous to single channel equalisers and can be adopted with the same criteria. Optimal in the MMSE sense, linear and DFE equalisers were presented in [9]. Foschini [10] proposed a sophisticated approach of the receiver realisation for a flat fading channel. It is based on the information theory called space-time layering. The space-time layering technique consists of three successive operations in each layer: projection, detection and cancellation. The block diagram of space-time layering is shown in Fig. 2. The projection $P_k$ in the $k$-th layer eliminates the interference of uncancelled components $x_{k+1}, \ldots, x_M$ from the received signal at the cost of the lower signal to noise ratio. The channel matrix $H$ is known at the receiver and the projection block calculates the $k$-th column of the pseudo-inversed channel matrix. The calculated column is used to eliminate the uncancelled interfering components. The detection, which follows the projection step, is known from the SISO systems. In the cancellation step, the dashed box in Fig. 2, the interference of the already detected components $x_1, \ldots, x_{k-1}$ is subtracted from the received signal. The space-time layering technique is almost optimal for high signal to noise ratios, while the system performance can be significantly improved by proper ordering of components for low and medium signal to noise ratios.

An example of the space-time layering technique in the MIMO systems is the V-BLAST algorithm. The zero forcing algorithm was used in the projection step. The components are ordered based on the 2-norm pseudo-inverse channel matrix $H$. The spectral efficiency of 20-40bps/Hz at average SNRs ranging from 21-34dB has been reported in [11].

7 Simulations

The MIMO system performance was simulated in order to show its performance in the Gaussian channel. The QPSK signals were transmitted over four transmit antennas. Four receive antennas received the transmitted signals. Fig. 3 shows the results obtained by simulations. The maximum likelihood detection gives the best results. The degradation of about 3dB is observed when V-BLAST minimum mean square estimation algorithm is used instead. We found out that the MMSE V-BLAST algorithm is very sensitive to the estimated signal to noise ratio. The misestimation of the signal to noise ratio in MMSE V-BLAST [11] leads to a significant degradation of the system performance. When the zero forcing algorithm is used instead of MMSE, an additional increase in the transmitted power by 7dB is required to retain the same BER. The system performance is the worst when the pseudo-inverse of the channel matrix is used to detect the transmitted data.

8 Conclusion

The current work in space-time coding is oriented towards the design of space-time trellis codes, multichannel equalisation and their application to WCDMA.

Optimal receivers are difficult to implement, therefore fast suboptimal algorithms suitable for high speed networks are searched for. Most of the equalisation and estimation algorithms assume that receivers have perfect symbol timing synchronisation. However, training sequences from the receive antennas lose their orthogonality because of different delays in individual paths. Thus, the imperfect carrier and timing synchronisation lead to significant performance degradation. Optimal symbol timing synchronisation for the MIMO systems remains an unsolved problem. The capacity of the MIMO systems
in frequency selective channel with correlated multipath fading has also to be solved too. We believe that by implementing an appropriate model, including mutual correlation dependencies among paths in frequency selective MIMO subchannels, answers will be given to most of the open issues.
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